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1. Introduction 

 

The development of panel data econometrics in recent years has lead to the expansion 

of the range of economic and financial models where the panel data model is applicable. 

The development has been mainly achieved in the panel data model dealing with the 

case of a large number of individuals and a small number of time-series observations. 

In addition, the development has predominantly grown out of introducing the GMM 

(Generalized Method of Moments) proposed by Hansen (1982). The GMM, including the 

IV (Instrumental Variable) method, allows the implementation of consistent 

estimations for the panel data model based on conditional expectations and the 

dynamic panel data model, which we cannot estimate consistently in the framework of 

traditional estimation techniques such as the OLS (Ordinary Least Squares) and the 

LSDV (Least Squares Dummy Variable) estimators. Furthermore, it is recognized that 

the GMM is applicable to accomplish consistent estimations for the count panel data 

model and the structure of the variance in the panel data model. Until now, a great deal 

of empirical studies in economics and finance was implemented in parallel with the 

development of the estimation techniques.  

Explanations on the estimation methods and the empirical studies are 

conducted in section 2 of this paper. Section 3 concludes this survey paper. 
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2. Review on the Panel Data Econometrics 

 

In this section, we epitomize the history on the recent development of the panel data 

econometrics coping with the panel data from a large number of individuals and a small 

number of time-series observations. 

Through the thesis, indices for the individual and the time-series observation 

are i  and t , respectively. Ranges of i and t  are respectively Ni ,,1K=  and 

Tt ,,1K=  unless the ranges are specified otherwise. As a presumption, we suppose 

that variables on individual i  are independent of variables on individual j , where 

ji ≠ . The assumption in this thesis is that ∞→N  and T  is fixed. Accordingly, the 

asymptotic on estimators relies on ∞→N . 

Firstly, the static panel data model is introduced as a traditional panel data 

model and then two traditional estimation methods for the model are explained. In 

addition, a comparatively new method in econometrics is explained. Secondly, the 

dynamic panel data model is introduced and then a series of recent developments for 

estimating the model is outlined in detail. Thirdly, one of the panel data models with 

multiplicative individual effects and an estimation method for the model are 

illustrated. 

 

Static Panel Data Model 

The traditional model for panel data is the static panel data model.1 For simplicity, we 

                                                  
1 The literature review on the static panel data model are not conducted in this thesis. 

For details on the model, the estimators, and the literature review, see standard 

textbooks on econometrics as follows: Johnston (1997) and Hayashi (2000). 
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will discuss the case of the model with an explanatory variable as follows: 

ititit uxy += β       (1) 

and 

itiit vu +=η ,      (2) 

where ity  is the dependent variable, β  is the parameter of interest to be estimated, 

and itx  is the explanatory variable. We consider the one-way error component model 

as is indicated in (2). In the one-way error component model, the error term itu  is 

decomposed into iη  and itv , where iη  is the individual-specific effect (that captures 

the individual heterogeneity) and itv  is the disturbance.2 In the static panel data 

model, we assume on the error term for Tt ,,1K=  as follows: 

  0][ =iE η , 

0][ =itvE , 

0][ =iti vE η , 

 22 ][ ηση =iE , 

22 ][ vitvE σ= , 

and 

0][ =isit vvE , for st ≠ . 

Under the assumption on the error term plus assumptions 

  0][ =iti xE η  

and 

0][ =isit xvE , for st ≠  and st = , 

                                                  
2 In addition, specifying ittiit vu ++= µη  instead of (2) implies the two-way error 

component model, where tµ  is the time effect. 
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applying OLS method to (1) makes us obtain the consistent estimator for β . 

However, under the assumptions on the error term plus assumptions 

  0][ ≠iti xE η  

and 

0][ =isit xvE , for st ≠  and st = , 

we cannot obtain the consistent estimator for β  by applying the OLS method to (1). In 

this case, a traditional method for consistently estimating β  is as follows. In the first 

step, we transform (1) into the form 

  )()( ••• −+−=− iitiitiit vvxxyy β ,    (3) 

where defined are ∑
=
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1
. In the second 

step, we apply the OLS method to (3) in order to obtain the consistent estimator for β . 

This is because 

  0)])([( =−− •• iitiit vvxxE . 

The estimator based on this procedure is called the LSDV estimator. 

Further, under the assumption on the error term plus assumptions 

  0][ ≠iti xE η  

and 

0][ ≠isit xvE , for at least an arbitrary s  in Ts ,,1K= , 

we cannot apply the LSDV estimator to (1) for consistently estimating β . This is 

because 

  0)])([( ≠−− •• iitiit vvxxE . 

A typical case for this is the case that itx  is endogenous (i.e. 0][ ≠itit xvE ). In this 

case, if 

0][1 =− itt vE ,       (4) 
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where ][1 •−tE  implies the expectation conditional on the information set up to time 

1−t , we can estimate β  consistently by employing the GMM using a set of 

unconditional moment restrictions obtained from equation (4) as follows: 

  0][ =∆ isit xvE , for 2,,1 −= ts K  and Tt ,,3 K= , (5) 

where ∆  is the first-differencing operator.3 The moment restrictions (5) imply that in 

the first step, we take the first-difference of (1) to eliminate the individual effect iη  as 

follows: 

  ititit vxy ∆+∆=∆ β , for Tt ,,3 K= ,   (6) 

and in the second step, we use lagged explanatory variables dated 2−t  and before as 

instruments for equation (6). For the most part, the panel data model based on 

conditional expectations has been handled in verifying the permanent income 

hypothesis. 4  A representative paper is Runkle (1991). This type of approach is 

comparatively new one. 

 

Dynamic Panel Data Model 

The characteristic of the dynamic panel data model is that the lagged dependent 

variable is included in regressors of the equation to be estimated. For simplicity, we 

discuss the case that the dependent variable is denoted by ity  and the lagged 

dependent variable dated 1−t  (that is, 1, −tiy ) only is the regressor. The model is as 

follows: 

                                                  
3 The IV estimator is a non-optimal case in GMM estimators. Hayashi (2000) explains 

in detail on GMM estimators. 
4 This hypothesis was proposed by Hall (1978). According to the hypothesis, the 

consumption follows a random walk. 
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  ittiit uyy += −1,α , for Tt ,,2 K= ,   (7) 

and 

  itiit vu +=η ,  for Tt ,,2 K= ,   (8) 

where α  is the parameter of interest to be estimated. Equation (8) implies the 

one-way error component model, where the error term itu  is decomposed into the 

individual effect iη  and the disturbance itv . In the dynamic panel data model, we 

assume on the error term for Tt ,,2 K=  as follows: 

0][ =iE η , 

0][ =itvE , 

0][ =iti vE η , 

 22 ][ ηση =iE , 

22 ][ vitvE σ= , 

and 

0][ =isit vvE , for st ≠ . 

In the case of the dynamic panel data model, we also assume that 

  0][ 1 =iit yvE , for Tt ,,2 K= , 

where 1iy  is called the initial condition for the dynamic panel data model. 

In the dynamic panel data model, we use neither the OLS estimator nor the 

LSDV estimator for the purpose of estimating α  consistently. The reason for the case 

of the OLS estimator is because 

0][ 1, ≠−tii yE η , for at least Tt ,,3 K= . 

That is, the explanatory variable 1, −tiy  is correlated with the individual effect iη . The 
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reason for the case of the LSDV estimators is as follows. According to the traditional 

practice on the LSDV estimator, in the first step, we try to transform (7) as follows: 

  )()( )1(,1, ••−−• −+−=− iititiiit vvyyyy α , for Tt ,,2 K= , (9) 
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. In the second 

step, we cannot obtain the consistent estimator for α  applying the OLS to (9). This is 

because 

  0)])([( )1(,1, ≠−− ••−− iititi vvyyE , for Tt ,,2 K= . 

For this sort of reason, we cannot consistently estimate the dynamic panel data model 

(7) in the framework of the traditional estimation techniques such as the OLS and the 

LSDV.5 

Anderson and Hsiao (1982) initiated the consistent estimation of the dynamic 

panel data model. They used the IV method for consistently estimating the dynamic 

panel data model. After that, Holtz-Eakin et al. (1988) and Arellano and Bond (1991) 

improved their method by utilizing the instruments efficiently and introducing the 

optimal GMM. With the aim of using the GMM estimator, the two papers propose the 

following moment restrictions to estimate α  consistently: 

  0][ =∆ isit yvE , for 2,,1 −= ts K  and Tt ,,3 K= . (10) 

Equation (10) is called the standard moment restrictions. The standard moment 

restrictions imply that in the first step, we take the first-difference of (7) to eliminate 

the individual effect iη  as follows: 

  ittiit vyy ∆+∆=∆ −1,α , for Tt ,,3 K= ,   (11) 

                                                  
5 On these issues, see Hsiao (1986). 
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and in the second step, we use lagged dependent variables dated 2−t  and before as 

the instruments for equation (11).6 

 However, Ahn (1990), Ahn and Schmidt (1995), and Ahn and Schmidt (1999) 

pointed out that there are some sets of the (non-linear) moment restrictions (to 

estimate α  consistently) overlooked in Holtz-Eakin et al. (1988) and Arellano and 

Bond (1991). These are 

  0][ 1, =∆ −tiit vuE ,  for Tt ,,4 K= ,7   (12) 

and 

  0][ 2
1,

2 =− −tiit uuE , for Tt ,,3 K= .8   (13) 

Under the assumption that ity  is mean-stationary, Ahn and Schmidt (1995) 

and Ahn and Schmidt (1999) showed that the moment restrictions (12) and (13) are 

written in the linear form as 

  0][ 1, =∆ −tiit yuE ,  for Tt ,,3 K= ,9   (14) 

                                                  
6 On this type of estimator, there are easy-to-understand explanations in Veerbeek (2000). 
7 The original form of equation (12) in Ahn and Schmidt (1995) is 0][ 1, =∆ −tiiT vuE  for 

Tt ,,4 K= . However, Blundell and Bond (1998) rewrote it as (12) for convenience. Both are 

equivalent. 
8 The moment restrictions (12) can be rewritten as 0][ 2,1,1, =∆−∆ −−− tititiit yvyvE  for 

Tt ,,4 K=  in the linear form, exploiting (13) as an assumption. See Ahn (1990). 

9 The original form in Ahn and Schmidt (1995) is 0][ 1, =∆ −tiiT yuE  for Tt ,,3 K= . 

However, Blundell and Bond (1998) rewrote it as (14) for convenience. Both are equivalent. 

The moment restrictions (14) are proposed in Arellano and Bover (1995). We can consider 

11 )1/( iii wy +−= αη  as an initial condition for making ity  mean-stationary, where 

assumptions on the disturbance 1iw  are 0][ 1 =ii wE η  and 0][ 1 =iti vwE  for 

Tt ,,2 K= . 
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and 

  0][ 1,1, =− −− titiitit yuyuE , for Tt ,,3 K= ,   (15) 

respectively. Equation (14) is called the stationarity moment restrictions. 

 It is recognized that the GMM estimator using alone the moment restrictions 

(10) suffers a downward bias when α  is near to unity and/or 22 / vσση  is large. 

Blundell and Bond (1998) revealed that the GMM estimator using jointly both moment 

restrictions (10) and (14) ameliorates the downward bias, in their theoretical 

illustrations and Monte Carlo experiments. On these issues, see also Chapter 2. 

There is a body of empirical papers using the dynamic panel data model and 

the GMM estimators. As the representative papers in the study on the investment 

behavior of firms, Blundell et al. (1991) and Bond and Meghir (1994) are recognized. In 

the field of labor economics, Wadhwani and Wall (1991), Konings and Walsh (1994), and 

Bentolila and Saint-Paul (1992) are some of the representative papers. In the 

estimation of the production function using panel data sets, Griffith (1999) and 

Blundell and Bond (2000) employed the GMM estimator incorporating the stationarity 

moment restrictions to obtain satisfactory results. 

 

Panel Data Model with Multiplicative Individual Effects 

So far, we have discussed on the panel data model with additive individual effects. Here, 

we will discuss on one of the panel data model with multiplicative individual effects. On 

discussions of the panel data model with multiplicative individual effects, see also 

Arellano and Honoré (2001). 

A representative example of the panel data model with multiplicative 
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individual effects is the count panel data model. An illustrative specification of the 

count panel data model is as follows: 

  )(...~ itit Podiiy λ ,     (16) 

and 

  )exp( iitit x ηγλ += ,     (17) 

where ity  is the dependent variable, γ  is the parameter of interest to be estimated, 

itx  is the explanatory variable, and iη  is the multiplicative individual effect. 

Expression (16) implies that ity  is independent and identically Poisson-distributed 

with the mean (and the variance) being itλ . In this case, the dependent variable ity  is 

inevitably a non-negative integer value. 

From (16) and (17), we can construct the following conditional moment 

restrictions: 

  )exp(],|[ iiti
t
iit xxyE ηγη += ,    (18) 

where ),,( 1 iti
t
i xxx K= . In this case, we assume that itx  depends on 1−t

ix . 

 From the conditional moment restrictions (18), we can construct the moment 

restrictions independent of the individual effect iη  as follows: 

  0]|})exp({[ 1
1, =−∆− −
−

t
itiitit xyxyE γ .   (19) 

These are conditional moment restrictions on the basis of the quasi-difference 

transformation proposed by Wooldridge (1997) and Chamberlain (1992). Using the 

conditional moment restrictions (19), we can obtain a set of unconditional moment 

restrictions as follows: 

0]})exp({[ 1, =−∆− − istiitit xyxyE γ ,  

for 1,,1 −= ts K  and Tt ,,2 K= . (20) 
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We can estimate consistently the parameter of interest γ  using the GMM estimator 

based on the unconditional moment restrictions (20). 

 There are some empirical researches where the GMM estimator is used based 

on the unconditional moment restrictions similar to (19) under the specification of the 

count panel data model. Montalvo (1997) analyzed the technology transfer and the 

relationship between patents and R&D using the data collected from Japanese firms.10 

 The method for estimating the structure of the variance in the panel data 

model is explained in Chapter 4.

                                                  
10 There are other papers that examine the relationship between patents and R&D 

using this type of approach: Crépon and Duguet (1997) and Cincera (1997). 
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3. Conclusion 

 

This paper has surveyed the development of the panel data econometrics. At present, 

the panel data econometrics is an econometric subject that has the room for discussion. 
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